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ABSTRACT
Manipulating with virtual objects is a fundamental requirement in virtual environments. A good
manipulation method needs to consider efficiency, accuracy, and comfort. This paper proposes
VVIR-OM, an object manipulation method in virtual reality (VR) based on a variable virtual inter-
action region (VVIR). A hand interaction hemisphere region (HIHR) is introduced and constructed
in real space, where the user is more comfortable manipulating the objects. Then a VVIR is intro-
duced, and an interaction heat volume (IHV) based method is proposed to update VVIR during
the process of the manipulation. At last, a mapping algorithm is proposed to map the user hand
position in HIHR to the position in VVIR. Two user studies are designed to evaluate the perform-
ance of VVIR-OM. Compared to the state-of-the-art methods, VVIR-OM achieves significant
improvements in task completion time, manipulation precision, and a significant reduction in
fatigue. Moreover, VVIR-OM outperforms other methods in terms of task load and usability without
the cost of cybersickness.
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1. Introduction

Virtual object manipulation is one of the fundamental inter-
actions in VR applications. Much previous research has
been devoted to designing efficient and accurate object
manipulation.

Techniques focused on manipulation efficiency typically
adjust the control-to-display ratio based on hand motion
parameters, allowing users to achieve large object move-
ments with small hand movements (Bowman & Hodges,
1997; Frees & Kessler, 2005; Frees et al., 2007; Grandi et al.,
2019; H. Kim et al., 2015). However, the dynamically chang-
ing mapping ratios may affect the stability of the manipula-
tion, thereby influencing the precision and comfort of the
manipulation (H. Kim et al., 2015). Techniques emphasizing
manipulation precision, such as multi-point interaction
(Aguerreche et al., 2009; Gloumeau et al., 2020; Nguyen &
Duval, 2013), allow users to specify manipulation points to
constrain the manipulation axes, thus enhancing precision.
But these techniques are often inefficient and unsuitable for
distant object manipulation. Techniques prioritizing
manipulation comfort mainly include extending the user’s
arm (Lisle et al., 2022; Poupyrev et al., 1996) and using vir-
tual proxies (Pierce et al., 1999; Pohl et al., 2021). While
extending the user’s arm to aligns with the user’s intuition
is inefficient to manipulate and prone to arm fatigue
(Bowman & Hodges, 1997). Virtual proxies, including object
proxies and space proxies, require significant time for proxy
selection and noticeably disrupt the user’s sense of

immersion. The efficiency, accuracy, and comfort of object
manipulation methods still need to be improved.

In this paper, we propose VVIR-OM, an object manipu-
lation method in VR based on a VVIR. First, we introduce
and construct a HIHR in the real space, in which the user is
more comfortable manipulating the objects. Second, we
introduce a variable virtual interaction region and propose
an IHV-based method to update VVIR during the process
of the manipulation. Then, we propose a mapping algorithm
to map the user hand position in HIHR to the position in
VVIR. Finally, We designed two user studies to evaluate the
performance of VVIR-OM. Compared to the state-of-the-art
methods, VVIR-OM demonstrates significant improvements
in task completion time, manipulation precision, and a sig-
nificant reduction in fatigue. Moreover, VVIR-OM outper-
forms other methods in terms of task load and usability
without the cost of cybersickness. Figure 1 shows the object
manipulation process of VVIR-OM.

In summary, the main contributions of our work include:

� introducing a new object manipulation method, VVIR-
OM, for manipulating the virtual object efficiently and
accurately;

� introducing and constructing a hand interaction hemi-
sphere region in real space;

� introducing a variable virtual interaction region and pro-
posing an interaction heat volume-based method to
update it during the manipulation;
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� designing user studies to evaluate the efficiency and
accuracy of VVIR-OM.

2. Related work

In this section, we briefly review the previous work of object
manipulation in VR, which includes hand-based manipula-
tion for distant objects, multiple modal and low fatigue
manipulations. For a more comprehensive review of the
manipulation methods, we recommend readers read the sur-
veys (Abtahi et al., 2022; Mendes et al., 2019).

2.1. Distant object manipulation

One of the challenges in VR interaction is how users can
interact with distance objects. Go-Go (Poupyrev et al., 1996)
was an early representative technology that extended users’
arms in the virtual environment to select and manipulate dis-
tant objects. Building upon the evaluation of Go-Go,
HOMER (Bowman & Hodges, 1997) was introduced, which
utilized ray casting for object selection. Once selected, a vir-
tual hand would move to the object, establishing mappings
based on the distance between the user’s body-real hand and
the user-virtual object. By adjusting the scaling factor,
HOMER aimed to improve manipulational efficiency. To fur-
ther enhance speed, a non-linear mapping method (H. Kim
et al., 2015) was proposed, which dynamically determined the

mapping ratio based on hand velocity and acceleration, with-
out setting an upper limit on the mapping ratio. In terms of
precision, some researchers have proposed the PRISM
method (Frees & Kessler, 2005; Frees et al., 2007), which div-
ided manipulations into direct mode and precise mode. In
the direct mode, hand movements were proportionally
mapped to virtual objects, while in the precise mode, the
mapping ratio was reduced based on hand velocity, reducing
the sensitivity of virtual objects to hand movements. Recently,
the MGF method (X. Liu et al., 2023) was proposed to
improve the accuracy and efficiency of the manipulation by
directing the user to different manipulation viewpoints, but
the method requires the target state of the virtual object to be
known, which has some limitations in application.

Another approach is to bring distant objects or spaces
closer to the user’s body, transforming long-distance interac-
tions into short-distance interactions. The Voodoo Dolls
technique (Pierce et al., 1999) pioneered the research on vir-
tual object proxies. After selecting an object, a synchronized
replica appeared in front of the user, allowing them to
manipulate distant objects using both hands. The Poros
technique (Pohl et al., 2021) expanded the research on vir-
tual object proxies, which allowed users to reorganize the
space in front of them. Marked distant spaces would be mir-
rored in front of the user, enabling close-range interactions.
On the other hand, the Diorama technique (M. G. Kim
et al., 2022) focuses on virtual object sizing and creates

Figure 1. The manipulation process of VVIR-OM. Interaction heat volume is visualized with red from the user viewpoint in the top row, and the corresponding vari-
able virtual interaction region is visualized with blue in the top view of the scene in the bottom row. The constructed hand interaction hemisphere region in real
space is marked with yellow. The user manipulates the giraffe on the shelf on the left wall to reach the target location indicated by the green giraffe on the right
floor during the coarse phase (column 1). the interaction heat volume at the top of column 1 indicates how often the user gazes at different locations in the scene
during manipulation, with darker red representing higher gazing frequency. The user gaze area becomes more focused, indicating that the manipulated giraffe is
close to the target. Therefore, the manipulation moves from the coarse phase to the fine phase. The variable virtual interaction region becomes smaller (column 2).
after entering the fine phase, the position of the user’s hand in the virtual space is used to update the interaction heat volume. As the heat area becomes more
concentrated, indicating that the manipulation is moving from the fine phase to the enhanced fine phase, the variable virtual interaction region becomes further
smaller, and the final fine-tuning of the object is performed (column 3).
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proxies by estimating the optimal size, thus improving the
efficiency and convenience of proxy-based manipulation.

2.2. Multimodal object manipulation

Multimodality is a new research direction in virtual object
manipulation. Our main focus is on the eye and head
modalities, while information about other modalities can be
found in the review (Monteiro et al., 2021). In the field of
eye-based interaction, an early method of hand-eye coordin-
ation (Slambekova et al., 2012) was proposed, where users
would gaze at virtual objects and then manipulate them
using their hands. Gazeþ Pinch technique (Pfeuffer et al.,
2017) further explored the combination of hand and eye
interaction, which still follows the gaze selection and hand
manipulation approach but introduces gesture-based object
manipulation. The GazeþRST technique (Turner et al.,
2015) was introduced for operating in 3D virtual space,
where the gaze point is used for translating objects, and
they introduced the concept of a display mask to transition
between gaze and hand interaction. The OrthoGaze tech-
nique (C. Liu et al., 2020) was proposed, which allows users
to interact solely with their eyes or head gaze, using three
orthogonal planes to assist with object movement. A recent
study by Yu et al. (2021) extended the GazeþRST to the
VR environment, integrating eye-based interaction for the
first time. They introduced Implicit Gaze, a technique where
users gaze-select objects and perform rotational movements,
followed by using their hands for the remaining manipula-
tion. Implicit Gaze improved on Turner’s mask by introduc-
ing a dynamically changing gaze safety zone, enabling
seamless transitions between modalities.

2.3. Low fatigue object manipulation

We focus on research related to arm fatigue and manipula-
tion techniques. In terms of arm fatigue, RULA
(McAtamney & Corlett, 1993) introduced a posture rating
system, indicating that a relaxed upper arm with a slight
bend at the elbow is the most comfortable posture. Another
study (Hincapi�e-Ramos et al., 2014) also found that bending
the elbow at the waist level reduces the interaction burden.
Some researchers (Bachynskyi et al., 2015) conducted evalu-
ations using electromyography and recommended perform-
ing short- to medium-distance movements in the reachable
space. There is relatively less research on operating techni-
ques related to the interaction area. The Erg-o technique
(Montano Murillo et al., 2017) was proposed to reduce arm
fatigue by repositioning the virtual hand, which solves the
problem of arm fatigue caused by large-scale limb move-
ments. The OwnerShift technique (Feuchtner & M€uller,
2018) tackled the problem of arm fatigue during overhead
interaction. This technique maintains the mapping of the
virtual hand’s position during the manipulation, allowing
the real hand to gradually move to a more comfortable area.
The Thmuble technique (Lim et al., 2022) introduces a new
wearable input device that controls the rotation of virtual
objects based on thumb movements, reducing hand fatigue

during rotation manipulations. These techniques are only
applicable to close-range VR interactions and have not
addressed single-hand interaction space.

In contrast to these techniques, VVIR-OM restricts the
user’s arm movements within a comfortable region while
enabling the manipulation of virtual objects throughout the
visible space. VVIR-OM use multiple interaction modalities
and utilize interaction heat volume to capture and process
modality inputs. By analyzing the user’s intentions to
manipulate and the primary manipulation space, VVIR-OM
modifies the mapping relationship between hand movements
and object manipulation. This allows for efficient, accurate,
and comfortable distance object manipulation.

3. Variable virtual interaction region
implementation details

VVIR-OM uses the ray-based method to point and press the
button ’Trigger’ on the controller to select the object that
needs to be manipulated. Then VVIR-OM attaches the vir-
tual hand to the manipulated object using the method in
Grandi et al. (2019) as a basic hand manipulation method.
In addition, VVIR-OM divides the manipulation into three
phases, coarse phase, fine phase, and enhanced fine phase,
which are transparent to the user.

The coarse phase is the initial phase of manipulation,
where the user can quickly move the virtual object using the
controller. The object can be placed anywhere in the view-
port space and the precision of this phase is relatively low.
In the fine phase, the object is usually moved near the target
location, the object’s moveable space is reduced, and
manipulation becomes more precise. In the enhanced fine
phase, the object’s moveable space is further reduced, allow-
ing the user to make final adjustments. If the user makes a
mistake, they can revert to the previous phase by pressing
the button “B.” During manipulation, the user is required to
gaze at the manipulated object to perform fine
manipulation.

3.1. Hand interaction hemisphere region

3.1.1. Definition
The HIHR refers to the comfortable single-hand active
region when the user keeps static, i.e., his/her body position
and orientation are unchanged. Previous research has indi-
cated that the most comfortable hand movements occur
when the upper arm is naturally hanging down and the
elbow is bent at the waist (Bachynskyi et al., 2015;
Hincapi�e-Ramos et al., 2014; McAtamney & Corlett, 1993).
Therefore, our research focuses on hand interaction in this
posture.

We define HIHR as a flat truncated hemisphere with 4
parameters Hða, o, r, dÞ (marked with yellow in Figure 2
left), where a is the anchor point, o represents the center, r
represents the radius of HIHR, and d is the depth of a flat
truncated hemisphere.

INTERNATIONAL JOURNAL OF HUMAN–COMPUTER INTERACTION 3



3.1.2. HIHR construction
To build HIHR Hða, o, r, dÞ, two hemispheres are con-
structed first. The first hemisphere HCðo0, r0, dir0Þ is the sin-
gle-hand comfortable interaction region, marked with blue
in Figure 2 left. The second hemisphere HSðo00, r00Þ is the
single-hand stretched interaction region (marked with green
in Figure 2 left). o0 and o00 are the centers, and r0 and r00 are
the radius of HC and HS. dir0 is the orientation of HC. o0 is
determined by the position of the user’s elbow, o00 is deter-
mined by the position of the user’s shoulder. These arm
parameters are captured by requiring the user to keep the
arm stationary and touch the shoulder, elbow, wrist, and
fingers in turn with the controller. dir0 is the orientation of
the user’s body. We designed a pilot user study to obtain
the r0 and r00 of HC and HS.

Twenty participants between the ages of 20 and 40 were
recruited from our university to attend this pilot user study.
In the pilot user study, a lot of small balls are generated in
front of the users, and the participants are required to elim-
inate all balls they can touch with their controllers (see
Figure 3). We collected controller position data when the
participants eliminate the balls. In session 1, participants

performed the task with their arms naturally bent, i.e., the
upper arm is close to the body, and the lower arm and hand
move freely. The positions of the controller are visualized
with blue points (see Figure 2 right), which indicates the
single-hand comfortable interaction region. In session 2,
participants performed the task with their arms stretched.
The positions of the controller are visualized with green
points (see Figure 2 right), which indicates the single-hand
stretched interaction region. We used the least squares
method according to the points to obtain r0 and r00:

After this, HIHR Hða, o, r, dÞ is determined by using HC
and HS. a is set to the center o0 of HC, d is set to the radius
r0 of HC, and o is computed according to a, d and the direc-
tion dir0 of HC. We construct a plane perpendicular to dir0

through the center o of H and intersect HS, and use the dis-
tance from the intersection to the center o as r. The reason
we use the inverse flat truncated sphere as HIHR instead of
the two hemispheres mentioned above is that the camera
view is a flat truncated head, and this shape of HIHR reduces
the distortion of the mapping of the two regions.

We also introduce a reset region marked with red inside
HIHR (Figure 2 left), which is built according to two radii r0
and r1, and angle h. r0 is the length from the elbow position
to the wrist, and r1 is the length from the elbow to the finger.
we set h as a constant and use 30

�
in our implementation.

3.2. Variable virtual interaction region

3.2.1. Definition
VVIR refers to the region within the immersive virtual
environment where virtual objects can be interacted with,
and the size of the region is variable as the user performs
manipulations.

We define VVIR as a frustum with 5 parameters
Vða, a, t, dir, dÞ, where a is the anchor point, a is the angle
in the vertical direction, t is the ratio between the width and
height of the frustum, dir is the orientation, and d is the
depth of the frustum.

Figure 2. The construction of HIHR.

Figure 3. The pilot user study. The real world (left) and the virtual world (right).
the eliminated ball will become transparent.
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3.2.2. VVIR initialization
We use the parameters of the user view frustum to initialize
a, a, t and dir of VVIR V. We don’t use the far clip plane
distance of the user view frustum for the depth d of VVIR
because that depth is usually much larger than the visible
scene, while the object manipulations usually occur in the
visible region. To obtain d, we create an AABB bounding
box B for the virtual scene (red frame in Figure 4) and
obtain the intersection H by intersecting the bounding box
B using the centerline of VVIR. Then, d is the distance from
the anchor point a to H. After this, we truncate the con-
structed frustum with B, and get the final VVIR (the region
inside the blue solid line in Figure 4). VVIR will be updated
during the manipulation based on the interaction heat vol-
ume, so we introduce IHV before giving the description of
the VVIR updating algorithm.

3.2.3. Interaction heat volume
The IHV is a three-dimensional voxel array that dynamically
records user interactions in the immersive virtual
environment.

We voxelized the interactive region in the virtual scene.
The voxel can be represented as voxðs, h, st, f Þ, where s is
the size of vox, h is the heat value and st is the status. In
our implementation, we set s to 0.02 meters, and initialize h
as 0. st is a boolean, 1 for active and 0 for inactive, and is
initialed as 0. f is the lifespan, which will be reset to
1 second when st is set to 1.

The parameters of vox are updated during the process of
manipulation. At each frame during the manipulation, we
can determine the voxel vox in virtual space where the user
interaction position is located, with the state st set to 1, the
heat value h is increased by 1, and the lifespan f is reset, giv-
ing a lifetime of 1 second. The lifespan of the voxel decreases
over time. When the lifespan is 0, the voxel’s heat value h
starts decreasing by 1 per frame. When the heat value h is 0,
the voxel returns to the inactive state.

In VVIR-OM, IHV can be updated by two modes of user
interaction, gaze or hand. When IHV is applied to the gaze,
for each frame, we first obtain the gaze point, calculate the
voxel to which the gaze point belongs, and update the voxel.
Since when we gaze at an object, the gaze point often falls

on the background behind the object due to the unstable
gaze point acquisition, which leads to depth errors, we
introduce the ghost plane (GP), which is an invisible circular
plane centered at the center of the object with a viewing
angle of 10 degrees and perpendicular to the viewing direc-
tion. When a user gazes at an object, we are able to capture
the gaze points around the object at similar depths by using
GP to update the corresponding voxels more accurately.
When applying IHV to the hand, the point of the virtual
hand is obtained at each frame, and subsequently, the voxel
where the virtual hand is located is updated in the same
way as in gaze mode.

3.2.4. IHV-based VVIR updating
In this section, We use IHV to determine if the manipula-
tion phase needs to be switched and to update the parame-
ters of VVIR.

At the beginning of manipulation (see Figure 1 column
1), the user’s manipulation is in the coarse phase. During
the coarse phase, IHV is updated according to the gaze of
the user. Firstly, we calculate the interaction center and dis-
persion of IHV. Secondly, the interaction deviation distance
between the interaction center and the center of the virtual
hand is calculated with Algorithm 1. If the interaction devi-
ation distance is under the threshold of 0.2 meters, we set a
flag as condition 1. Thirdly, we record the series of inter-
action dispersions for the last 20 frames, using the
Augmented Dickey-Fuller test (ADF) (Cheung & Lai, 1995)
to judge whether the interaction is stable, as condition 2.
After these, the manipulation phase is switched from coarse
to fine when the two conditions are satisfied, and then we
update the anchor point a and depth d of VVIR with
Algorithm 2.

At the fine manipulation phase (see Figure 1 column 2),
IHV is updated by the hand interaction of the user. We also
record the series of interaction dispersions for the last 20
frames, using the ADF test to determine whether the inter-
action is stable as the condition. Then, the manipulation
phase is switched from fine to enhance fine (see Figure 1
column 3) when the condition is satisfied, and the anchor
point a and depth d of VVIR are updated again with
Algorithm 2.

Algorithm 1 shows the computation of the interaction
center (lines 1–9) and dispersion (lines 10–14). The input to
the algorithm is the IHV I. The outputs include the inter-
action center P and the interaction dispersion D.

Algorithm 1 IHV interaction center and dispersion
computation

Input: IHV I
Output: interaction center P, interaction dispersion D
1: VL voxels visited in the last 20 frames in I; W []
2: for vox in VL do
3: W.add(vox, vox:h)
4: end for
5: Ps ð0, 0, 0Þ
6: for vox in W do
7: Ps Psþ position(vox)

Figure 4. VVIR initialization.
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8: end for
9: P Ps=W:size
10: Ds 0
11: for vox in W do
12: Ds Dsþ distance(vox, P)2

13: end for
14: D sqrt(Ds=ðW:size − 1Þ)

The algorithm obtains a series of voxels VL that have
been touched and are active for the last 20 frames and cre-
ates an empty list W (line 1). Then, the algorithm iterates
over each vox in VL (line 2), adds vox to W, and takes the
value of vox:h as the number of additions (lines 3–4). Next,
the algorithm creates a zero vector Ps (line 5), iterates
through each vox in W (line 6), and adds the position of
vox into Ps (line 7–8). Then the algorithm calculates the
average position as interaction center P (line 9). After this,
the algorithm creates Ds and set it to 0 (line 10), iterates
through each vox in W (line 11), and calculates the square
of the distance between the position of vox and P and accu-
mulates it to Ds (lines 12–13). Finally, the algorithm calcu-
lates the standard deviation based on Ds as the interaction
dispersion D (line 14).

Algorithm 2 is to update VVIR based on IHV. The depth
d (lines 1–7) and the anchor point a are updated (lines 8–
10). The inputs include VVIR V, HIHR H, IHV I, the con-
troller C, the virtual hand O, and the current manipulation
phase M. The output is the updated VVIR V.

Algorithm 2 VVIR updating

Input: VVIR V, HIHR H, IHV I, controller C, virtual hand
O, current manipulation phase M

Output: the updated VVIR V
1: if M is switching to fine phase then
2: V:d H:d
3: end if
4: if M is switching to enhanced fine phase then
5: VL voxels visited in the last 20 frames in I;
6: V:d FittedVoxels(VL)
7: end if
8: R Normalization(H,C)
9: F OffsetInVVIR(V,R)
10: V:a position(O)– F

When the manipulation phase M is switching to the fine
phase (line 1), the algorithm updates the depth d of V to
the depth d of H (lines 2–3). When the manipulation phase
M is switching to the enhanced fine phase (line 4), the algo-
rithm obtains a series of voxels VL that have been touched
and are active for the last 20 frames at first(line 5). Then
the user’s interaction region can be further reduced accord-
ing to the region where the virtual hand O has been active
in recent times, so the algorithm uses the least squares
method to fit the voxels in VL and compute the minimum
sphere, and set the depth d of V to the diameter of this
sphere (lines 6–7). In order to avoid sudden changes in the
position of the virtual hand when updating the anchor point

a of V, the algorithm normalizes the position of the control-
ler C in the local coordinate system of H to obtain the nor-
malized vector R (line 8), and then, based on the
normalized vector R, the offset of the anchor point a of V
relative to the virtual hand O on each of the three axes as
the offset vector F (line 9). Finally, the algorithm subtracts
the position of O from the offset vector F to get the new
anchor position of VVIR (line 10).

3.3. Mapping from HIHR to VVIR

3.3.1. Mapping
Once the HIHR and VVIR are constructed, a mapping algo-
rithm is required to associate the motion of the controller
with the movement of the object. We design Algorithm 3 to
solve it. The algorithm takes VVIR V, HIHR H, the control-
ler C, and the bounding box B as inputs, and outputs the
position Po of the virtual hand.

Algorithm 3 Mapping from HIHR to VVIR

Input: VVIR V, HIHR H, controller C, bounding box B
Output: virtual hand position Po
1: R Normalization(H, C)
2: F OffsetInVVIR(V, R)
3: Pf  V:aþ F
4: if !ðPi Intersect(V ,Pf ,B)) then
5: Po Pi
6: else
7: Po Pf
8: end if

First, the algorithm gets the normalized vector R (line 1)
and the offset vector F (line 2) same as the Algorithm 2
(lines 8–9). Then the algorithm adds the offset vector F to
the anchor point a of VVIR V, to obtain the original map-
ping position Pf of the virtual hand (line 3). Then, the algo-
rithm detects whether the line between the anchor point a
of V and Pf intersects the bounding box B (line 4). If it
does, the intersection point Pi is used as the new position Po
of the virtual hand (line 5), otherwise Pf is used as the new
position Po of the virtual hand (lines 6–8). Thus, the virtual
hand is avoided to be mapped outside the scene.

3.3.2. Reset
When users place the virtual object near the target location,
it’s possible that their hand is already at the edge of HIHR.
In such cases, the actual available space for hand movement
is limited, and the arm may have deviated from a comfort-
able posture. To address this issue, we propose a controller
reset interaction. When the phrase switches, we test whether
the controller needs to reset. If the controller is not inside
the reset region, we reset it by temporarily interrupting the
mapping, i.e., the virtual hand freeze when the controller
moves. After the control goes back to the reset region, the
virtual hand is unfrozen.
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3.3.3. Cross-viewport manipulation
When a user selects an object, the target position may be
outside their viewport. If a VVIR is constructed at this
moment, the object cannot be moved to the target position.
We introduce a head movement phase after object selection
to support cross-viewport manipulation. After the user
presses the button to select the object, they do not release
the button. The VVIR will continuously update with the
user’s head movement, always facing forward, until the user
sees the target and releases the button. During this process,
the mapping algorithm remains active, allowing the object
to move along with the updated VVIR. Throughout the
entire process, we do not add any additional buttons, mak-
ing it conform to the natural flow of user interactions.

4. User study 1: Single object manipulation

We designed a user study consisting of six manipulation ses-
sions to evaluate the efficiency, accuracy, and fatigue of
VVIR-OM.

4.1. Study design

4.1.1. Participants
We recruited a total of 32 participants at our university,
including 17 males and 15 females, aged between 20 and
40 years. Among the participants, 13 had previous experi-
ence using VR applications. All participants were right-
handed, and had normal or corrected vision, with no visual
or balance impairments. Additionally, all participants have
signed the informed consent form for our studies. Each par-
ticipant is required to use five manipulation techniques to
complete a single object manipulation task. CC1 employed
traditional methods with a ratio of 1 (Grandi et al., 2019).
CC2 utilized the PRISM method (Frees et al., 2007). CC3

employed a nonlinear mapping method based on velocity
and acceleration (H. Kim et al., 2015). CC4 relied on implicit
interaction techniques involving gaze and hand movements
(Yu et al., 2021). EC utilized VVIR-OM method. As our pri-
mary focus was on improving translation manipulation,
traditional methods (Grandi et al., 2019) were used for rota-
tion and scaling in all manipulation techniques.

Hardware and software implementation
We used an HTC Vive system, which consists of a HMD
with positional tracking and two wireless handheld control-
lers. To capture eye-tracking data, we integrated the aSee
VR eye tracker onto the HMD. Each eye of the HMD had a
screen resolution of 1440� 1700 pixels, providing a max-
imum field of view (FOV) of 110

�
: The eye tracker had an

average sampling rate of 250Hz and an accuracy of 0:5
�
,

with a maximum FOV of 110
�
as well. The HMD was con-

nected to a desktop computer equipped with an Intel 7 pro-
cessor, 16GB RAM, and an NVIDIA 3080Ti graphics card.
The software implementation was done using C# in
Unity3D. The physical space for hosting the virtual reality
program was set at 4m� 4m, providing sufficient room for

participants to perform the manipulation tasks without the
need for physical movement.

Hypothese Our method was designed to allow the user to
efficiently manipulate a single object to target positions and poses.
Thus, we have formulated the following hypotheses:

H1: Compared to CC1−4, using EC allows users to manipulate a
single object to the target faster, with efficiency improvements in
both coarse and fine phases.

H2: Compared to CC1−4, using EC allows users to manipulate a
single object to the target position more accurately.

H3: Compared to CC1−4, using EC allows users to manipulate a
single object to the target with less fatigue.

4.1.2. Task and procedure
The task required participants to manipulate objects to the
target position as quickly and accurately as possible using
translation, rotation, and scaling while maintaining consist-
ent orientation. Our method primarily focuses on enhancing
the efficiency of the translation manipulation. However, typ-
ical object manipulation tasks in virtual environments
encompass three distinct manipulations: translation, rota-
tion, and scaling. Our method integrates translation with
rotation and scaling manipulations. Consequently, in our
task design, users are required to complete the entire
sequence of manipulations rather than solely performing
isolated translation tasks.

In terms of procedure, in a single experiment, first the
user is assigned the manipulation method. Subsequently, the
scene generates a target object and six initial objects: the tar-
get object was represented by a red highlight, located dir-
ectly in front of the participant, and remained unchanged
during the experiment; the initial object is a randomly gen-
erated white solid entity. the user then begins manipulation,
starting with the selection of the initial object (see Figure 5).
Then, the user proceeds to translate the object to the vicinity
of the target object, followed by a combination of rotation,
scaling, and translation manipulations to align the initial
object with the target object. Finally, the user releases the
initial object to conclude the manipulation, and the system
records the data for this manipulation. the user repeats this
process for all six initial objects.

Figure 5. The red highlighted rabbit represents the target, and the six white
rabbits represent six combinations of factors. In a single task, the user needs to
align each of the six white rabbits to the red rabbit.

INTERNATIONAL JOURNAL OF HUMAN–COMPUTER INTERACTION 7



In terms of experimental design, the study employed a
5� 3� 2 design, with three independent variables: manipu-
lation technique (CC1, CC2, CC3, CC4, and EC), the angular
difference (35

�
, 55

�
, and 85

�
), and depth difference (0m,

2m). In each task, six initial objects are generated in the
scene, where each initial object represents a combination of
angle and depth differences. The sign of the direction vector
and depth difference is randomized when generating initial
objects. Additionally, a random perturbation of ½−2� , 2� � was
added to the angular difference, and a random perturbation
of ½−0:2m, 0:2m� was added to the depth difference. This
ensured a more uniform distribution of the tasks in the spa-
tial domain. To minimize the interference of rotation and
scaling, the rotation angle difference was fixed at 30

�
, and

the size of the initial object is 1.1 times the size of the target
object. The order of manipulation techniques was also
randomized. In a single experiment, for each manipulation
technique, each task was repeated six times, resulting in a
total of 2160 valid data items (¼ 12 participants � 5 techni-
ques � 3 angular differences � 2 depth differences � 6
repetitions).

4.1.3. Metrics
We evaluate the techniques based on three objective metrics:
efficiency, accuracy, and fatigue. Efficiency metrics include
(1) Total completion time, measured in seconds, which rep-
resents the average time taken by participants to complete
the translation, rotation, and scaling for each object; (2)
Coarse translation time, measured in seconds, represents the
time taken by participants to translate the object to a pos-
ition near the target location; (3) Fine translation time,
measured in seconds, represents the time taken by partici-
pants to perform the translation process from the end of the
coarse-grained stage until the object is released. Accuracy is
measured by the translation error, in millimeters, which rep-
resents the distance between the object’s coordinates and the
target coordinates at the end of the manipulation. Fatigue
metrics include (1) Hand travel distance, measured in
meters; (2) Hand rotation angles, measured in degrees;
These two metrics are recorded throughout the entire
manipulation process.

Since all methods use the same rotation and scaling tech-
niques, there are no significant differences in efficiency and
accuracy for rotation and scaling. Therefore, we do not
report relevant data for rotation and scaling in the single
object manipulation task.

4.1.4. Statistical analysis
For each metric, the values of EC were compared to CC1,
CC2, CC3, and CC4. First, the data were evaluated for out-
liers using box plots, and any outliers were removed. Then,
the Shapiro-Wilk test was used to assess the normality of
the data distribution. If the data did not satisfy the normal
distribution, the Friedman test (Kendall, 1948) was used for
analysis. Otherwise, the assumption of sphericity was eval-
uated using the Mauchly test (Shapiro & Wilk, 1965), and if
violated, the Greenhouse-Geisser correction (Greenhouse &

Geisser, 1959) was applied. Subsequently, RM-ANOVA
(Gelman, 2005) was conducted, followed by posthoc tests
with Bonferroni-adjustment to analyze the differences. In
addition to the p-values from the statistical tests, we also
estimated the size of the effect using Cohen’s d (Cohen,
2013). The d values were translated to qualitative effect size
estimates of Huge (d> 2.0), Very Large ð2:0 > d > 1:2Þ,
Large ð1:2 > d > 0:8Þ, Medium ð0:8 > d > 0:5Þ, Small
ð0:5 > d > 0:2Þ, and Very Small ð0:2 > d > 0:01Þ:

4.2. Results

4.2.1. Task completion time
Table 1 presents the task completion times for the five
methods. The third column provides the mean and standard
deviation, the fourth column shows the time efficiency
improvement from CC to EC, and columns 5–7 present the
statistical analysis of the differences between CC and EC,
denoted by asterisks to indicate statistical significance.

The task completion time for EC includes the time of
coarse translation, fine translation, rotation, scaling, and
reset. The average frequency of reset occurrences is 0.17
times. This is attributed to the fact that the target positions
are situated close to the center of VVIR, leading to a con-
centration of most controller positions within the comfort
region. As a result, the possibility of the controller reset is
minimized.

The EC showed a significantly shorter completion time
compared to the other methods (p< 0.001), with a huge
effect size. CC1 and CC2 had longer and similar task com-
pletion times, as both used a 1 : 1 mapping for translation.
CC3 had a relatively shorter completion time due to the
absence of an upper limit on the mapping ratio. CC4

required a lot of hand movements at large depth differences.
Additionally, gaze jitter during the alignment phase caused
object displacement, resulting in a noticeable increase in
manipulation time. Therefore, the overall performance of
CC4 is even slightly lower than that of CC3.

4.2.2. Coarse translation time
Table 2 presents the coarse translation time. The EC method
shows a significantly shorter coarse translation time com-
pared to the other methods (p< 0.001). CC3 and CC4 also
showed advantages during the coarse translation phase. In
theory, CC4 should have a short duration for coarse transla-
tion. However, the design of the safety region resulted in
discontinuous object movement as the object followed the
gaze. Often, when the gaze fell on the target position, the
object still had a certain distance to go. Therefore, the over-
all performance of CC4 was not so well.

Table 1. Task completion time, in seconds.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 25.01 ± 2.92
CC1 39.38 ± 1.97 36.5% <0.001� 5.76 Huge
CC2 39.21 ± 2.86 36.2% <0.001� 4.91 Huge
CC3 32.55 ± 2.64 23.1% <0.001� 2.71 Huge
CC4 33.19 ± 2.74 24.6% <0.001� 2.89 Huge

Note: The (�) indicate that the result is statistically significant at p < 0.05.
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4.2.3. Fine translation time
Table 3 presents the fine translation time. EC did not show
a significant difference in fine translation time compared to
other methods (p> 0.05), but it was the fastest. The effect
size was large when comparing EC with CC1 and CC2, while
the difference between EC and CC3, CC4, was relatively
small.

4.2.4. Translation error
Table 4 presents the translation error. The EC method
exhibited significantly smaller translation errors compared
to the other methods (p< 0.05). The effect size was huge
when comparing EC with CC1, CC3, and CC4, which did not
specifically optimize for error reduction. The effect size was
very large when comparing EC with CC2, which focused on
error reduction. CC2 adjusted the mapping ratio based on
the speed of hand movement, where a mapping ratio less
than 1 was used for slower hand movements, which contrib-
uted to increased accuracy. However, hand movement
exhibited instability, such as participant hand tremors or
fluctuations in controller positioning, leading to sudden
changes in hand speed and causing object jittering.

4.2.5. Hand travel distance
Table 5 presents the total distance of controller movement.
EC exhibited a significantly shorter total movement distance
compared to other methods (p< 0.05), with a huge effect
size. CC1 and CC2 did not optimize for translation, requiring
frequent resetting of the controller after each object move-
ment, resulting in a substantial increase in the actual dis-
tance traveled by the controller. CC3 aimed to reduce the
controller’s total distance by increasing the mapping ratio
based on the controller’s speed and acceleration. However,
multiple controller resets were still required, and the

instability of the mapping ratio often led to additional adjust-
ments in object positions. CC4 relied on gaze-based object
manipulation, significantly reducing the physical burden on
the hand. However, the hand still had to perform additional
movements when there was a large depth difference.

4.2.6. Hand rotation angles
Table 6 provides the total angle of controller rotation. EC
exhibited a significantly smaller total rotation angle com-
pared to other methods (p< 0.05). The effect size of EC is
Huge compared to both CC1 and CC2, and the effect size is
Very Large compared to both CC3 and CC4. Considering
that the object rotation angle in each task was fixed at 30
degrees and that the rotation techniques were the same
across the five methods, we believe that the main controller
rotation occurred during the intense coarse movement
phase. Compared to CC1, CC2, CC3, and CC4, EC required
the least controller movement during this phase, resulting in
the significantly smallest total rotation angle.

4.3. Discussion

The results in Tables 1–3 support H1: The reasons for the effi-
ciency of our method may be as follows: (1) Through
the mapping from HHIR to VVIR, users can quickly move the
object to a nearby target position during the coarse phase with
a single swift continuous handler movement. (2) Based on the
analysis of gaze and hand interaction with IHV, VVIR can be
updated rapidly and accurately, allowing efficient phase transi-
tions. (3) VVIR updates in real-time based on the user’s
manipulation, so the mapping changes in line with user
expectations, providing a smooth and natural manipulational
experience, with additional reset manipulations required only
in specific cases. However, while the results in Table 3 indicate
that EC’s fine translation time is slightly less than CC1−4, the
advantage is not significant. This could be attributed to the
presence of enhanced fine phases, leading to an additional
update of VVIR during the fine phase, as well as a user
manipulation. Nevertheless, considering the improvement in
manipulation accuracy brought about by the enhanced fine
phase, we find this to be acceptable.

Table 2. Coarse translation time, in seconds.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 7.93 ± 1.52
CC1 17.14 ± 1.71 53.7% <0.001� 5.69 Huge
CC2 14.21 ± 1.91 44.2% <0.001� 3.63 Huge
CC3 13.80 ± 1.79 42.6% <0.001� 3.53 Huge
CC4 13.04 ± 0.94 39.2% <0.001� 4.04 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 3. fine translation time, in seconds.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 11.28 ± 1.11
CC1 12.71 ± 1.19 11.5% 0.055 1.27 Large
CC2 13.41 ± 1.86 15.9% 0.069 1.39 Large
CC3 11.88 ± 2.87 5.1% 0.64 0.28 Small
CC4 12.40 ± 2.02 9.1% 0.25 0.69 Middle

Table 4. Translation error, in millimeters.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 9.9 ± 2.6
CC1 16.6 ± 2.1 40.1% <0.001� 2.83 Huge
CC2 13.4 ± 1.8 25.8% 0.019� 1.56 Very large
CC3 15.0 ± 2.1 33.9% 0.003� 2.17 Huge
CC4 16.1 ± 3.8 38.2% 0.006� 1.9 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 5. Hand travel distance, in meters.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 2.57 ± 0.91
CC1 12.67 ± 2.93 79.7% <0.001� 4.65 Huge
CC2 10.98 ± 2.41 76.6% <0.001� 4.63 Huge
CC3 5.31 ± 1.13 51.7% <0.001� 2.68 Huge
CC4 5.99 ± 0.91 57.2% <0.001� 3.81 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 6. Hand rotate angles, in degrees.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 157.73 ± 58.91
CC1 954.28 ± 78.19 83.5% <0.001� 4.62 Huge
CC2 582.79 ± 55.65 72.9% <0.001� 7.41 Huge
CC3 272.76 ± 65.76 42.2% 0.007� 1.84 Very large
CC4 249.63 ± 40.72 36.8% 0.008� 1.81 Very large

Note: The (*) indicate that the result is statistically significant at p < 0.05.
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The results in Table 4 support H2: Our method adjusted
the mapping relationship by reducing the VVIR. When the
VVIR was stable, the mapping between the controller and
the object remained stable as well. Additionally, each stage
of the VVIR better reflected the effective range of object
movement, facilitating more precise alignment.

The results in Tables 5 and 6 support H3: We gauge user
fatigue in terms of hand travel distance and hand rotation
angles. Compared to CC1−4, EC demonstrates significantly
smaller hand travel distances and hand rotation angles, indi-
cating that users expend the least effort when using EC.

5. User study 2: Multiple objects manipulation

In the second user study, a multiple objects manipulation
task was designed to evaluate the objective performance and
subjective experience of VVIR-OM.

5.1. Study design

We recruited the same 32 participants from Study 1 to par-
ticipate in the second study. Each participant was required
to use the five manipulation techniques to complete the task
of arranging furniture in a living room. The equipment and
development platform were the same as those used in user
study 1.

Hypothese Our method enables users to efficiently accomplish
multiple objects manipulation tasks. Hence, we have formulated the
following hypotheses:

H4: Compared to CC1−4, using EC allows users to complete the
multiple objects manipulation task in less time.

H5: Compared to CC1−4, using EC allows users to achieve greater
accuracy in the multiple objects manipulation task, with higher
translation precision, while rotation and scaling precision are
similar.

H6: Compared to CC1−4, using EC allows users to complete the
multiple object manipulation task with lower fatigue.

H7: The user task load of EC is lower than that of CC1−4:

H8: EC is easier to use than CC1−4:

5.1.1. Task and procedure
The task required participants to use manipulation techniques
to arrange multiple pieces of furniture in the virtual room to
their predefined positions (see Figure 6). The target state of
the furniture was represented by a red highlight. Unlike
close-range manipulation techniques, participants were not
allowed to teleport or physically move during the task.

In terms of the procedure, in a single experiment, the
user is assigned the manipulation method. Then the user
begins furnishing a room. The process of manipulating indi-
vidual objects is the same as in user study 1. When the last
piece of furniture is completed, the system records the data
for this experiment.

The study used a 5� 6 design, with two independent var-
iables: manipulation techniques (CC1, CC2, CC3, CC4, and
EC) and furniture. To cover a wide range of manipulation

scenarios while minimizing the task load, a total of 6 furni-
ture items were placed in the room, corresponding to three
angular distances (small, medium, large) and two depth dif-
ferences (small, large) combinations. To make the task more
realistic and challenging, six furniture items with distinct
shapes and sizes were selected. For each manipulation tech-
nique, participants were required to repeat the room layout
task 6 times.

5.1.2. Metrics
We evaluate the techniques using three objective metrics:
efficiency, accuracy, and fatigue. In the multiple object
manipulation task, the efficiency metric is the layout com-
pletion time, measured in seconds, from the participant’s
selection of the first furniture item to the release of the last
furniture item, including non-manipulational time. The
accuracy metric includes (1) total translation error, meas-
ured in millimeters, which is the sum of translation errors
for all furniture items; (2) total rotation error, measured in
degrees, which is the sum of rotation errors for all furniture
items; (3) total scaling error, measured in terms of the target
size of the furniture items, which is the sum of scaling
errors for all furniture items. The fatigue metric includes (1)
hand travel distance, measured in meters; (2) hand rotation
angles, measured in degrees.

We also employ three subjective metrics to evaluate par-
ticipants’ VR experience: (1) the standard NASA TLX ques-
tionnaire (Hart, 2006; Hart & Staveland, 1988), used to
evaluate participants’ workload; (2) the usability question-
naire (H. Kim et al., 2015), used to evaluate participants’
perception of the technology’s usability. The statistical ana-
lysis methods used in this study were the same as those in
Study 1; (3) the standard SSQ (Kennedy et al., 1993) ques-
tionnaire, used to evaluate participants’ simulator sickness.

5.2. Results

5.2.1. Layout completion time
Table 7 presents the completion time for the placement task,
which includes the durations of coarse translation, fine
translation, rotation, scaling, and reset. The average fre-
quency of reset occurrences is 0.6 times for each piece of

Figure 6. Six pieces of furniture are scattered in the room, and the correct
placement of each piece of furniture is indicated by highlighting them in red.
The blue rectangle represents the user’s position.

10 Q. ZHENG ET AL.



furniture. This is due to the common placement of furniture
near walls positioned at the boundary of VVIR. As the
coarse phase of manipulation concludes, there is a greater
probability that the controller may reside at the boundary of
HIHR, subsequently triggering controller resets. EC exhib-
ited a significantly shorter total time compared to other
methods (p< 0.05), with a huge effect size when compared
to other methods. CC1 and CC2, which lacked improvements
in translation, had the longest completion times. CC4, based
on gaze and hand interaction, performed the best among
the comparison methods but still had a notable difference
from EC. This suggests that EC significantly improved
manipulation efficiency in the context of semantically mean-
ingful placement tasks.

5.2.2. Total translation error
Table 8 presents the total translation error for the placement
task. EC exhibited a significantly smaller total translation
error compared to other methods (p< 0.05), with a huge
effect size when compared to other methods. There was no
significant difference in error between CC1, CC2, and CC4.
CC2, which had technical improvements for fine manipula-
tion, performed the best among the four comparison meth-
ods but still had a noticeable difference compared to EC.

5.2.3. Total rotation error
Table 9 presents the total rotation error. The rotation error of
method EC is not significantly different from other methods,
and the effect size is below the Small. This indicates that all
methods perform similarly in the rotation phase of the task.

5.2.4. Total scaling error
Table 10 presents the total scaling error. The scaling error
of EC is not significantly different from other methods, and
the effect size is below the median. This indicates that all
methods perform similarly in the scaling phase.

5.2.5. Hand travel distance
Table 11 presents the total hand movement distance for the
placement task. EC demonstrated significantly shorter total
movement distance compared to other methods (p< 0.05),
with a huge effect size in all comparisons. Among the four
comparison methods, CC3 performed the best in terms of
total distance. We attribute CC3’s performance to the large
mapping ratio used throughout the task. However, the
instability of the mapping ratio made it challenging to fur-
ther reduce the total distance. CC4 exhibited a slightly higher
total distance compared to CC3, but it was still significantly
shorter than CC1 and CC2. This suggests that gaze-based
manipulation can effectively reduce hand movement dis-
tance, but its performance is not optimal in complex envi-
ronments with varying depths.

5.2.6. Hand rotation angles
Table 12 presents the total hand rotation angle for the place-
ment task. EC demonstrated a significantly shorter total
rotation angle compared to CC1, CC2, and CC4 (p< 0.05).
There was no significant difference in total rotation angle
between EC and CC3 (p¼ 0.11), but EC still had the shortest
rotation angle among the five methods. CC3 performed well
due to overall less hand movement required. CC4 exhibited
the poorest performance among all methods. We believe
this is mainly due to the degradation of manipulation when
dealing with large depth differences, as well as the increased

Table 8. Total translation error, in millimeters.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 56.46 ± 8.40
CC1 108.43 ± 31.30 47.8% 0.006� 2.26 Huge
CC2 96.76 ± 25.46 41.5% 0.009� 2.12 Huge
CC3 113.51 ± 21.95 50.2% <0.001� 3.43 Huge
CC4 119.30 ± 30.77 52.6% 0.002� 2.78 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 9. Total rotation error, in degrees.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 5.26 ± 3.31
CC1 6.19 ± 2.91 15.0% 0.63 0.30 Small
CC2 5.98 ± 3.74 12.1% 0.74 0.2 Very small
CC3 6.15 ± 2.84 14.5% 0.64 0.29 Small
CC4 4.94 ± 2.67 −6.6% 0.86 0.11 Very small

Table 10. Total scaling error.

Condition Avg± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 0.089 ± 0.041
CC1 0.101 ± 0.043 12.0% 0.65 0.29 Small
CC2 0.099 ± 0.028 9.6% 0.66 0.27 Small
CC3 0.075 ± 0.030 −19.4% 0.41 0.51 Medium
CC4 0.137 ± 0.084 34.6% 0.31 0.72 Medium

Table 7. Layout completion time, in seconds.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 176.55 ± 12.04
CC1 280.09 ± 24.78 37.1% <0.001� 5.31 Huge
CC2 273.96 ± 17.94 35.6% <0.001� 6.38 Huge
CC3 259.01 ± 34.63 31.8% <0.001� 3.18 Huge
CC4 229.87 ± 20.87 23.2% <0.001� 3.13 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 11. Hand travel distance, in meters.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 15.41 ± 2.64
CC1 102.42 ± 7.89 85.0% <0.001� 14.79 Huge
CC2 99.58 ± 14.38 84.5% <0.001� 8.14 Huge
CC3 24.51 ± 4.46 37.1% 0.003� 2.48 Huge
CC4 40.15 ± 10.71 61.6% <0.001� 3.17 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 12. Hand rotate angle, in degrees.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 1816.19 ± 228.25
CC1 3332.57 ± 1168.76 45.5% 0.023� 1.80 Very large
CC2 3219.63 ± 1010.31 43.6% 0.016� 1.92 Very large
CC3 2640.95 ± 963.75 31.2% 0.111 1.18 Very large
CC4 3479.19 ± 750.32 47.8% 0.001� 3.01 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.
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burden on hand manipulation caused by frequent eye move-
ment during the manipulation.

We conducted a user workload assessment using the
NASA TLX questionnaire, and the results are presented in
Table 13. Overall, in tasks involving semantic complexity,
the user workload of EC was significantly lower compared
to CC1, CC2, CC3, and CC4. Among the comparative meth-
ods, CC2 had the lowest user workload. The user workload
during indoor arrangement tasks was more significantly
influenced by fine manipulations.

The results of the technology usability assessment are
shown in Table 14. EC demonstrated significantly higher
usability compared to CC1, CC2, CC3, and CC4, with a Very
Large effect size for all comparisons. CC1 and CC4 also
received favorable ratings in terms of usability. However, the
instability of the mapping ratio resulted in the poorest
usability evaluation for CC3.

Participants completed the SSQ before and after the task.
We analyzed the SSQ data using the Total Severity score
(TS) (Kennedy et al., 1993). The scores before and after the
tasks of EC are 3.71 ± 2.37 and 4.43 ± 1.05, which are slightly
smaller than those of other methods.

5.3. Discussion

The results in Table 7 support H4: The layout completion
time in EC is significantly less than CC1−4: This is because
(1) The cross-viewport manipulation algorithm allows users
to quickly manipulate objects outside their field of view by
moving their head, bringing the objects and target
positions into the same viewport, thereby simplifying the
manipulation task rapidly. (2) The dynamically updated
VVIR facilitates both rapid coarse-grained movements and
stable fine-grained adjustments, reducing errors in user
manipulation.

The results in Tables 8–10 support H5: The total transla-
tion error in EC is significantly smaller than in CC1−4: This
is attributed to the enhanced fine phase, allowing users to
make finer position adjustments. In contrast, there is no sig-
nificant difference in rotation and scaling compared to
CC1−4, as this aligns with our expectations, since we did not

make improvements specifically for rotation and scaling
precision.

The results in Tables 11 and 12 support H6: The hand
travel distance and hand rotate angle in EC are both signifi-
cantly smaller than in CC1−4: This is because users can com-
plete the long distance coarse phase manipulation with little
hand movement. Additionally, in the fine phase, a stable
spatial mapping reduces manipulation errors, which means
users expend less effort.

The results in Table 13 support H7: Compared to CC1−4,
our method significantly reduces the task load. This is
because in our method, users experience shorter hand travel
distances and smaller rotation angles, thus reducing the
physical load. The mapping is adaptively adjusted, relieving
users from the need to actively monitor it, thereby reducing
the mental load.

The results in Table 14 support H8: In our method, users
do not need to pay attention to changes in mapping rela-
tionships or multiple modal inputs. They simply need to
naturally look at the target area and move the hand while
manipulating. This makes it user-friendly. Furthermore, in
our method, mapping relationships remain stable, making
users feel that their manipulations are more efficient and
accurate, ultimately enhancing the user experience.

The effectiveness of VVIR-OM indicates that keeping
hand movements within the comfort region significantly
reduces manipulation fatigue. Therefore, the HIHR can serve
as a reference for other manipulation methods to improve
user load and cybersickness. Additionally, our method
focuses on the dynamically changing user’s region of interest
in manipulation, represented through adaptively updated
VVIR. Hence, the introduced VVIR and IHV in our method
can be used as inspiration for other manipulation methods
to improve efficiency and accuracy. Lastly, our method
introduces various modalities to assist users in manipulation
without increasing the learning and manipulation burden,
which can also be borrowed by other manipulation methods
to further enhance efficiency and improve the user
experience.

6. Conclusions, limitations and future work

We have proposed a new object manipulation method based
on the variable virtual interaction region to improve
manipulation efficiency and accuracy and reduce user
fatigue. We have introduced two concepts: the hand inter-
action hemisphere region and the variable virtual interaction
region. We also have proposed an interaction heat volume
based updating method to automatically update the variable
virtual interaction region in the manipulation process. We
used two user studies to evaluate the performance of VVIR-
OM with two tasks, single object manipulation and multiple
object manipulation. The results indicated that VVIR-OM
achieved significant improvements in efficiency, accuracy,
and fatigue compared to the state-of-the-art methods.
Additionally, VVIR-OM demonstrated significant advantages
over other methods in terms of task load and usability with-
out exacerbating cybersickness.

Table 13. NASA Task load index data.

Condition Avg ± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 18.67 ± 4.39
CC1 29.44 ± 3.27 36.6% <0.001� 2.78 Huge
CC2 25.67 ± 4.76 27.3% 0.007� 1.53 Very large
CC3 31.78 ± 6.64 41.3% <0.001� 2.33 Huge
CC4 34.22 ± 7.02 45.5% <0.001� 2.66 Huge

Note: The (*) indicate that the result is statistically significant at p < 0.05.

Table 14. Usability questionnaire data.

Condition Avg± std. dev. (CCi-EC)/CCi p Cohen’s d Effect size

EC 44.67 ± 5.79
CC1 33.89 ± 5.68 31.8% 0.002� 1.88 Very large
CC2 34.22 ± 10.23 30.5% 0.023� 1.26 Very large
CC3 32.44 ± 8.06 37.7% 0.003� 1.74 Very large
CC4 36.32 ± 8.43 22.9% 0.034� 1.15 Very large

Note: The (*) indicate that the result is statistically significant at p < 0.05.
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VVIR-OM has some limitations. Similar to most existing
manipulation methods, VVIR-OM only considers manipu-
lating virtual objects when the user keeps static in VR envir-
onment. If the user walks while performing manipulation,
HIHR may shake with the user’s motion, resulting in an
unstable mapping between the position of the hand and the
position in the virtual space. Our VVIR update algorithm
focuses on the process of shrinking the virtual interaction
region, and this is because for a manipulation process, there
is a higher probability of moving from the coarse phase to
the fine phase and then to the enhanced fine phase. If the
object is still far from the target location when entering the
fine phase, the smaller virtual interaction region may not
cover the target location, which then requires the user to
use manual interaction by pressing a button and reverting
to the coarser phase, but this manual method is simple and
fast.

One future work is to adapt VVIR-OM to scenarios
where users need to walk and interact simultaneously. This
can be achieved by designing algorithms to improve the sta-
bility of mapping. Another is to investigate a stable and fully
automatic method for adaptive updating of VVIR, including
VVIR getting smaller and regression getting larger, eliminat-
ing the need for users to adjust the virtual interaction region
manually. We will also explore rotation and scaling methods
based on interaction region mapping and interaction heat to
form an integrated system of manipulation methods.
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